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Abstract: In this paper, a new collocation method based on fractional polynomials is proposed for solving fractional 
integro-di erential equations with weakly singular kernel. For solving the equation, the di culties lie in choosing the 
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1. Introduction

F ractional integro-di erential equations 
with a weakly singular kernel are used 
in modeling di erent physical problems 
such as heat conduction problem [1], 

elasticity and fracture mechanics [2], etc.
In this paper, we consider the following fractional 

integro-di erential equation with a weakly singular kernel
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where ( )u x  is the unknown function, ( )g x and  
( )p x are known continuous functions on [ ]0,1 , ( )

0 ( 0,1, 2, , 1)iu i n= −

( )
0 ( 0,1, 2, , 1)iu i n= −  are any real numbers, n α=     is the smallest in-

teger which is not smaller than the real number α and CDα  
is the Caputo fractional di erential operator of order α.

The existence and uniqueness results for the solu-
tion of fractional integro-di erential equations have been 
obtained in [3]. Equation (1) has been solved by few meth-
ods such as collocation methods [4] and spectral methods [5].

In this work, we first select exactly the space 
[ ]0,1Cα  where the exact solution of Equation (1) lies in, 

and then we prove that fractional polynomials are a dense 
subset of [ ]0,1Cα . Based on this dense subset, we give a 
method for obtaining the ε-approximate solution of Equa-

tion (1) by solving a system of equations or searching the 
minimum value. The final numerical examples demon-
strate the e ciency of the proposed method through com-
paring the numerical results with those from [5].

2. Selection of Space
In this section, we will give some basic knowledge 

about the fractional integral and the Caputo fractional di 
erential operator. Then we will select exactly the space 
where the exact solution of Equation (1) lies in.
Definition 2.1. 

The Riemann-Liouville fractional integral operator 

0J α of order α is given by
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Definition 2.2. 

The Caputo fractional differential operator CDα  of 
order α is given by
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Denote 

[ ] ( ) ( ) ( ) [ ]{ }10,1     0 1 .nn is absolute continuous oAC u x nu x−= ，

Some properties of the Riemann-Liouville fractional 
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integral operator 0J α and the Caputo fractional differential 
operator CDα are as follows:
Proposition 2.1. 

Let 0, 0, 1α β ν> > > −  and let .nα =  

(1)
( )
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;

(2) If ( ) [ ]1 0,1u x L∈ , then ( ) ( )0 0 0J J u x J u xα β α β+= ;

(3) If ( ) [ ]0,1u x C∈ , then ( ) ( )0CD J u x u xα α = ;
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Lemma 2.1. 

Assuming that [ ] 10,1 , 0u C α∈ > , 

then ( ) [ ]1
0 0 1J u x Cα ∈ ，and ( )
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Proof. According to Theorem 2.6 in [6], it’s easy to 
prove that [ ]1

0 0 1J Cα ∈ ， . Besides,
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So the conclusion follows.
To choose the space where the exact solution of 

Equation (1) lies in, we first change the boundary con-
ditions ( ) ( ) ( ) ( )00 0,1, , 1i iu u i n= = − , to 0. Introducing a 
new unknown function

( ) ( ) ( ) ,v x u x xφ= − � (2)
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Denote ( ) [ ]{ }0 0
( ), (0) 0,0,1 0,1, , 1 .iJ C J u x u C u i nα α = == −∈ 

( ) [ ]{ }0 0
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Lemma 2.2. 
Let v be the exact solution of Equation (3), then 

( ) 0 .v x J Cα∈

Proof. Noting that ( ) ( ) ( )0
nn

CD v t J v tα α−= < ∞  and 
the fact that the integrability of a function is equivalent to 
the absolute integrability, one has
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Taking 1x = , we obtain that ( ) ( ) [ ]1 0,1nv t ∈ . So  

( )v t  and ( ) ( )1nv t−  are absolutely continuous on [ ]0,1 . 

 Hence, Lemma 2.1 shows that ( ) ( ) ( ) ( ) ( ) ( ) [ ]1
01 0,1 .CD v x f x p x v x J v x Cα ββ −= + + Γ − ∈

( ) ( ) ( ) ( ) ( ) ( ) [ ]1
01 0,1 .CD v x f x p x v x J v x Cα ββ −= + + Γ − ∈  Noting that ( ) ( ) [ ]1 0,1n nv x AC− ∈

( ) ( ) [ ]1 0,1n nv x AC− ∈  and using the fourth assertion of Property 2.1, 

we have ( ) ( )0 0 .Cv x J D v x J Cα α α= ∈  

We need the following properties of 0J Cα .
Proposition 2.2. 

Let 0J Cαω∈ , then

(1) ( ) ( ) ( ) [ ]0 0 0,1,2, , 1 , 0,1i
Ci n D Cαω ω= = − ∈ ;

(2) 0 CJ Dα αω ω= ;

(3) ( ) ( ) [ ]( )0,1 0,1,2, , 1i x C i nω ∈ = − .

Proof. (1) 0J Cαω∈  implies that there exists a 1 Cω ∈  
such that 0 1J αω ω= . Noting that for every 0,1, , 1,i n= −  
one has
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So ( )
0 1 0 0 1 0(0) ( ) | ( ) | 0i i i

C x xD J x J xα αω ω ω−= == = = . Besides, 

using 1 [0,1]Cω ∈  and the third assertion of Property 2.1, 

0 1 1 [0,1]C CD D J Cα α αω ω ω= = ∈ .

(2) 0 0 0 1 0 1( )C CJ D J D J Jα α α α α αω ω ω ω= = = .
(3)	Using (2), (1) of this Property and Lemma 2.1, 

one gets
( )

0 0( ) ( ) [0,1], 0,1, 2, , 1i i i i
C C Cx D D J D J D C i nα α α αω ω ω ω−= = = ∈ = −

( )
0 0( ) ( ) [0,1], 0,1, 2, , 1i i i i

C C Cx D D J D J D C i nα α α αω ω ω ω−= = = ∈ = − .

Now, defining the space of the exact solution: the 
fractional Cαspace.
Definition 2.3. 

Define [ ] 00,1 =C J Cα α  equipped with the norm
( ){ } [ ]max , , 0,1, 2, , 1 , 0,1i

C CC
u u D u i n u Cα α

α
= = − ∀ ∈

Lemma 2.3. 
Cαis a Banach Space.
Proof. It’s easy to prove that Cα is a normed linear 
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space. So we only need to prove the completeness of Cα which 
implies that Cα is a Banach space. In fact, assuming that 

1{ }k ku ∞
= is a Cauchy sequence in Cα. Then ( )( ) 0,1, , 1i

ku i n= −

and C kD uα  are all Cauchy sequences in C. Hence, there exist 
( )0,1, , 1iu i n= −  and v C∈  such that

( ) ( )( ) 0,1, , 1 0i i
k C C k Cu u i n D u v kα− = − − → →∞‖‖、‖‖

Setting 1 0v J vα= , then 1v Cα∈ and using Lemma 2.1 
and Property 2.2, we obtain that for each
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Therefore, Cα is the complete space.
Denoting by X the set of all polynomials, then X is a 

dense subset of [ ]0,1C .
Defining { }0 0 .J X J p p Xα α= ∈

Lemma 2.4. 

0J Xα is a dense subset of Cα .
Proof. Obviously, 0 0J X J C Cα α α⊂ = . We next prove  

that 0J Xα  is dense in Cα . For arbitrary u Cα∈ , then 
[0,1]CD u Cα ∈ . For any 0ε > , there exists a p X∈  such that

.C CD u pα ε− <‖‖
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That is,
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Hence, 0J Xα  is a dense subset of Cα .
3. ε-approximate Solution
3.1 ε-approximate Solution of Equation (3)

In this subsection, we will give a new collocation 
method based on the new C [0, 1]. We first give a definition.
Definition 3.1. 

Assuming that [ ]0,1Cαω∈ . If ( ) ( )
0 1
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C x
f x f xω ω ε

≤ ≤
− = − ≤ 

( ) ( )
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≤ ≤
− = − ≤   for some small positive number ε, then 

we say that ( )xω is an ε-approximate solution of Equa-
tion (3).

Lemma 3.1. 
  defined by (3) is a bounded linear operator from 

Cαto C.
Proof. For arbitrary u Cα∈  . We prove that u C∈ .  

Indeed, ( ) Cu x ∈  implies that CD u Cα ∈ , firstly. Using 
Lemma 2.1, one gets
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Hence, u C∈ .Obviously, : C Cα →  is linear. We next 
prove that   is bounded. In fact, for any
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which implies that   is bounded.

Assuming that { } 0k k
ω ∞

=  is linearly independent and  
{ }, 0,1, 2, .kX span kω= =   Setting 0 , 0,1, 2, .k kh J kαω= = 

Theorem 3.1. 
For every 0,ε >  there exists a positive integer ,N

such that for every n N≥ , ( ) ( )*
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n
n k kk
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=∑ is an ε −
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(3). Using Lemma 2.4 and Lemma 3.1, there exists an 

element 
0

( )
N

k k
k

w c h x Cα

=

∈∑ satisfying .w v α
ε

− ≤‖‖
‖‖

Thus 

.C Cw f w v w v α
ε ε− = − ≤ ⋅ − ≤ =‖‖‖‖‖‖‖‖‖‖

‖‖
    



That is,
0

( ) ( ) ,
N

k k C
k

c f x f x ε
=

− ≤∑‖‖  where ( ) ( ), 0,1, 2, , .k kf x h x k n= =    

( ) ( ), 0,1, 2, , .k kf x h x k n= =  As a result, for every n N≥ , 

*

0 0
( ) ( ) min ( ) ( ) .

k

n n

k k C k k Cck k
c f x f x c f x f x ε

= =

− = − ≤∑ ∑‖‖‖‖ This assures 

* *

0 0
( ) ( ) ( ) ( ) .

n n

k k k k
k kC C

c h x f x c f x f x ε
= =

− = − ≤∑ ∑



4

Frontier of Higher Education  |  Volume 3  |  Issue 1  |  March 2021

Consequently, Definition 3.1 implies that for every 
* *

0
, ( ) ( )

n

n k k
k

n N v x c h x
=

≥ =∑  is an ε-approximate solution of 

Equation (3).

3.2 Solution of Equation (4)
In this subsection, we change the problem of search-

ing the minimum value of Equation (4) into solving a 
system of linear equations which has one solution at least. 
And every solution of this system gives an ε-approximate 
solution of Equation (4). To solve Equation (4), we will 
replace Equation (4) with
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1m+ is the Euclidean space of dimension 1.m + Then 
Equation (4) can be replaced with
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Definition 3.2. 

Letting { }0 1, , , .nW span f f f=   We call Wφ ∈  the  

best approximation element of 1F  in W  , if 

1*

*
1 1min m

S W
F S Fφ +

∈
− = −



.

Similar to [7], we can prove the following two theo-
rems.
Theorem 3.2. 

There is a unique vector { }0 1, , , nW span f f fφ ∈ =   
such that

1*

*
1 1min m
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F S Fφ +

∈
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

.

Theorem 3.2 shows that we can obtain an ε-approximate 
solution at least.
Theorem 3.3. 

Let 1
1

mF +∈ , then y W∈  is the best approximation 
element of 1F  in W  if and only if
( )1 , 0, 0,1, 2, ,kF y f k n− = = 

where ( , )⋅ ⋅  is the inner product in 1m+ .
Theorem 3.4. 

*

0

n

i i
i

y c f
=

= ∑ is the best approximation element of (6) 

with respect to 1F in W if and only if { }*
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n

i i
c

=
 is the solution of 

the following equations which is the normal equations of (5).
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0 0
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i i j j
j ik

c f x f x k n
c = =

∂  − = = ∂  
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Proof. The system of Equation (7) can be rewritten as

1
0

( , ) ( , ), 0,1, 2, ,
n

i i k k
i

c f f F f k n
=

= =∑ 

which is equivalent to

1( , ) 0, 0,1, 2, ,kF y f k n− = = 

So the conclusion follows from Theorem 3.3.
Remark 1. 

Using Theorem 3.4, we get that each minimal point 
of ( ) ( )( )2

0 0

m n
i i j jj i

c f x f x
= =

−∑ ∑ is the minimum point of it. 
In order to find ( )0,1,2, ,kc k n=  ,we can solve Equation 
(7) or search the minimum value of Equation (5) directly. 
When n  is large, Equation (7) may be ill-conditioned. At 
this point, searching the minimum value of Equation (5) 
directly is a good choice since it may partly overcome the 
ill-conditioned problems.

5. Conclusions
In this paper, a collocation method based on fractional 

polynomials is proposed for solving fractional integro-di er-
ential equations with the weakly singular kernel. We propose 
the concept of fractional Cα  space and obtain a dense subset 
of it. A strict theory for obtaining the ε -approximate solution 
is established. Less amount of calculation can produce preci-
sion satisfying the application requirements. The final exam-
ples demonstrate the e ciency of the proposed method.
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